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>> YARNHIH1E Tering Al

Yarn XAESEHY master-slave Z8iRs, HEXEH 4 MEHHER:

> ResourceManager (RM) : £@FREEERE ARBENRFNZREENSE,
> ApplicationMaster (AM) faZ=RFIfER (Application) HIEIE;

> NodeManager (NM) Az slave TRRIRIREIEFER;

> Container (Bz28) XMEZEITIMEN— SR,
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>> YARNRIZ O 4H 15 Tering Al s

wwwwwwwwwwww

ResourceManager (RM)

ResourceManager 2— 1" BNREEERE, REENRFANREEENSE. BEEEAW B EFAR:
(1) Scheduler: FREAEE, FEDEFERNOT:
> AEBRES A EEETHNEARER, XN ARFRZEIRE. IIERT;
» Scheduler E4ERERER, ~=BNEIRERNBEEFRIVAT;
> BTFNAREFSIEEEEGEE, B MRHEXEFBNABYESANRIE;
» Scheduler tRIENAREFIRRENRFMITEHAEINRE, ERETRIESSHIHSELSIRSCIRY,
&e5 (Container) HEERATE. CPU, #E. NEEFRE;
» Scheduler 22—/ oJfEkAYEG (BIR]ECE) [ GERERMEAY. NARRREZ EXTEEFSIRET
X%, HEIsziEIScheduler(84E: FairScheduler, FifoScheduler, CapacityScheduler;

(2) Application Manager: fas#z% job 12XiERK, NNAERDESE— Container LUETT
ApplicationMaster, FRMHEMESERFaNz1TE ApplicationMaster BY Container YIRS o
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ApplicationMaster (AM)

SAPEX— T NARERE, BEa— IR/ ApplcationMaster FYRERHFERILAEI, AL
AN BEEFAFTEESAINT. EeNEETFERE:
(1) ™ ResourceManager EEuEJ#LXéa% (Container) HIFCZVIREITERIR;

(2) EEEESERETHES:
> IREESHIRSHER SN IRHNIT
> BRIKWES, EFHENAMANESS,
> FENMRIE T RIEIES AN E N FATTHEERRRVE.
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NodeManager (NM)

NodeManager H8E1TAEERPT R L, E8 M TR EMNRENESEESE. SHFEEDERE:

> ¥ ResourceManager ISRIERDECIEK, FANBRERSEEMARR Container;

> ERIHEF ResourceManager CIRATI A ERISIRERBRAISEA Container RIGITRE, LI
(REEMNERFRRIETT,;

> EEEA Container FV4EdsEEH;

> BRI TRENAE,;

> EWFFALIESRE ApplicationMaster B9 Container Ball/ELEEEK,
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>> YARN i 14 Tering Al 2

Container (&g8)

Container 2 Yarn FRRIFMSR, SHRITENABRIEARN, BEETED
NodeManager TR ERZHERERIR, WRMFE. CPU. HEMMNZE 10, SABRIN
FATFA CPU, {Ha—™ Job sk RIS TIE— 1 82 Container 1, &
Yarn |1, ResourceManager RfasRE1KF ApplicationMaster Lt Containers BJLA
FA, ApplicationMaster ZEH Xk NodeManager 15K BCEARAY Container,
Container fIEETRIXERE: —\TESIE1TEZ) Container, {B—" Container
ArEETR.
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>> YARNMIZE L Tering Al

» ResourceManagerfI= a4 {RFE
ResourceManagerfZE B mitfE, BEAILAIBIIECEResourceManagerfHA (F8]
)  SEER/HIWERE, SRS RS RS EIIMEHARSS.

> NodeManagerf9Z5E 14 RE
NodeManagerskllZ /5, ResourceManager&igLMiHES SRTRAY
ApplicationMaster, ApplicationMaster REIN{AIELIRLMBYES.

> ApplicationMasterf9R a4 {RIE
ApplicationMasterscl¥f5, HResourceManagerfaz=gE=.
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> YARNBI=SH |

HA (High Availability) #g
IijesourcemanagerﬂEjJI

Resourcema nagers AHfERYa]ER

]
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Zookeeper ZE#
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