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Hadoop完全分布式集群环境搭建（实验2）

大数据技术-第二章：Hadoop运行及开发环境搭建
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掌握Linux操作系统环境搭建与配置01

掌握Hadoop完全分布式搭建的步骤02

掌握Hadoop完全分布式搭建的运行原理03



项目描述
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�����

�����Hadoop是一个能够对大量数据进行分布式处理的软件框架，包括并行计算模型Map/Reduce，分
布式文件系统HDFS。Hadoop用于解决以下问题：

1. 海量数据的存储(HDFS)

2. 海量数据的分析(MapReduce)

3. 资源管理调度(YARN)
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Hadoop部署方式有以下三种：

1. 本地模式：在使用开发工具进行开发调试的时候使用的�只能启动一个map和一个reduce，适用于
开发环境。

2. 伪分布式：通过一台机器模拟分布式环境，在开发和学习时使用。适用于测试环境。

3. 集群模式：真实的开发环境。

������在大数据行业内Hadoop分布式处理框架主要用于对海量数据存储以及处理。在实际的生产环境内
采用该模式，本实验主要是介绍完全分布式环境的搭建，本项目中通过虚拟机新建三台服务器来模拟完
全分布式集群的搭建，一台主节点master，两台从节点slave1和slave2。

������实验操作系统为CentOS-7-x86_64-DVD-1511，Hadoop版本为hadoop-2.6.5，JDK版本为jdk-
8u201-linux-x64，远程连接工具为SecureCRTPortable，虚拟机工具为VMware-workstation-full-
15.5.0-14665864。

������本实验所用软件可根据文件名称在资源库内下载。。



知识准备
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为了完成本实验，学生需要提前掌握以下理论知识内容：

1. 虚拟机安装部署。

2. Linux运行环境部署。

3. Linux运行环境基础操作。

4. Hadoop安装配置。
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       基于项目描述与知识准备的内容，我们已经对Hadoop完全分布式集群环境搭建知识点有了一定的
理解，现在我们来基于对完全分布式搭建的理解来学习如何完成完全分布式集群搭建。
       我们将按照下述五个步骤来完成平台的搭建和训练。

1. Linux基础环境部署：在虚拟机中安装Linux操作系统并进行相关的配置，如Linux安装、关闭防火墙、
配置YUM源等。

2. JDK安装配置：完成JDK文件上传至系统并完成环境变量配置。

3. Hadoop安装配置：完成Hadoop安装包的上传以及相关配置文件的配置。

4. 克隆master:完成将master克隆到slave1、slave2的操作，并在三台服务器上配置相应服务。

5. 启动集群查看启动进程及验证：通过操作Hadoop平台测试平台的安装的正确性。
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步骤一：安装配置Linux环境：

使用VMware Workstation Pro新建虚拟机安装CentOS-7-x86_64-DVD-1511系统,虚拟机配置
根据自己本机配置建议设置即可
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步骤一：安装配置Linux环境：

安装过程中选择系统语言为英语
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步骤一：安装配置Linux环境：

执行如下操作，关闭防火墙

##关闭防火墙
[root@localhost ~]#  systemctl stop firewalld 
##永久关闭防火墙
[root@localhost ~]#  systemctl disable firewalld 
##查看防火墙状态，验证是否关闭成功
[root@localhost ~]#  systemctl status firewalld 

执行结果如下图所示：
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步骤一：安装配置Linux环境：

配置网卡，进入/etc/sysconfig/network-scripts目录，根据以下内容编辑ifcfg-eno16777736文件

TYPE=Ethernet
BOOTPROTO=static
NAME=eno16777736
UUID=201e5b9d-fb4c-43a4-bf8d-084d47e5f588
DEVICE=eno16777736
ONBOOT=yes
NM_CONTTROLLED=yes
IPADDR=192.168.128.140
NETMASK=255.255.255.0
GATEWAY=192.168.128.2
DNS1=192.168.128.2
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步骤一：安装配置Linux环境：

重启网络服务
[root@localhost ~]#  service network restart

验证配置是否生效，出现下图内容表示配置成功
[root@localhost ~]#  ip a



项目目标 项目描述 知识准备 项目实施 项目拓展 项目实训

17

步骤一：安装配置Linux环境：

配置远程登录，设置虚拟机适配器信息，在VMware Workstation Pro菜单栏选择编辑，然后
再选择虚拟网络编辑器，设置如下图
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步骤一：安装配置Linux环境：

设置本机IP信息，在本机网络和Internet设置中选择VMnet8，然后根据下图设置相应内容，
该处要注意IP地址必须与虚拟机网络在同一个网段内
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步骤一：安装配置Linux环境：

使用SecureCRTPortable远程登录工具连接服务器，在菜单栏选择文件内的快速连接选项填
写服务器IP地址点击连接后设置用户名以及密码，点击确定登录服务器，如下图所示
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步骤一：安装配置Linux环境：

配置YUM源，将CD/DVD勾选已连接，确保设备状态已连接

挂在yum源
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步骤一：安装配置Linux环境：

设置永久挂载

创建repo文件
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步骤一：安装配置Linux环境：

清除缓存，验证yum源



项目目标 项目描述 知识准备 项目实施 项目拓展 项目实训

23

步骤一：安装配置Linux环境：
设置hostname为master
[root@localhost ~]#  hostnamectl set-hostname master

验证是否设置成功
[root@master /]# hostnamectl --static
Master
重新登录机器名已更改

创建用户
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步骤二：安装配置JDK：

上传解压JDK文件，使用root用户在服务器/opt目录下新建子目录software并使用SecureFXPortable
工具将下载至本地的jdk-8u201-linux-x64.tar.gz安装包上传至服务器/opt/software目录，如下图所示
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步骤二：安装配置JDK：

将上传后的压缩包进行解压,并更改文件名
[root@master software]# tar  -zxvf  /opt/software/jdk-8u201-linux-x64.tar.gz  -C 
/usr/local/src/ 
[root@master src]# mv jdk1.8.0_201/ jdk8

配置JDK环境变量，编辑/etc/profile ，添加如下内容
[root@master ~]# vi /etc/profile 
# JAVA_HOME 指向 JAVA 安装目录 
export JAVA_HOME=/usr/local/src/jdk8
export PATH=$PATH:$JAVA_HOME/bin  # 将 JAVA 安装目录加入 PATH 路径 

执行 source 使设置生效： 
[root@master ~]# source /etc/profile 
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步骤二：安装配置JDK：

验证安装结果

[root@master src]# java -version
java version "1.8.0_201"
Java(TM) SE Runtime Environment (build 1.8.0_201-b09)
Java HotSpot(TM) 64-Bit Server VM (build 25.201-b09, mixed mode)

能够正常显示 Java 版本则说明 JDK 安装并配置成功。
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步骤三：安装配置Hadoop：

本次安装的是hadoop-2.6.6，使用hadoop用户安装，所以先以hadoop用户登陆。上传并解压
Hadoop安装包，安装命令如下，将安装包解压到/usr/local/src/目录下 

[root@master  ~]#  tar  -zxvf  /opt/software/hadoop-2.6.5.tar.gz  -C /usr/local/src/ 

修改hadoop-env.sh
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步骤三：安装配置Hadoop：

修改core-site.xml配置文件

[hadoop@master hadoop]$ vi core-site.xml 
添加如下配置
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步骤三：安装配置Hadoop：

修改hdfs-site.xml配置文件配置文件

[hadoop@master hadoop]$ vi hdfs-site.xml
添加如下配置
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步骤三：安装配置Hadoop：

修改marped-site.xml配置文件

添加如下配置
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步骤三：安装配置Hadoop：

修改yarn-site.xml配置文件

添加如下配置
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步骤三：安装配置Hadoop：

修改slaves配置文件
在slaves文件添加节点机器名master
 

配置Hadoop环境变量并使其生效，在文件的最后增加如下两行：
[hadoop@master ~]# vi ~/.bashrc  
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步骤三：安装配置Hadoop：

执行 source 使用设置生效
 
[hadoop@master ~]# source ~/.bashrc
验证版本检查设置是否生效，如下图 

出现上述 Hadoop 版本信息就说明 Hadoop 已经安装成功。 
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步骤三：安装配置Hadoop：

创建hdfs-site.xml里配置的路径
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步骤四：克隆master到slave1，slave2：

选择master点击右键选择管理，然后选择克隆，将master克隆到slave1和slave2，如下图所示
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步骤四：克隆master到slave1，slave2：

分别登录克隆后的slave1和slave2，修改fcfg-eno16777736网卡配置IP为，192.168.128.142和
192.168.128.143，并重启网络服务
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步骤四：克隆master到slave1，slave2：

在两台机器上分别修改机器名

配置SSH免密码登录，在master上修改hosts文件，并分发至slave1,slave2
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步骤四：克隆master到slave1，slave2：

在master上生成密钥

设置本机SSH免密

将master生成的公匙拷贝到slave1，slave2
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步骤四：克隆master到slave1，slave2：

测试是否设置成功

配置NTP服务，统一三台服务器时间,用root用户登录系统，在三台服务器上分别安装NTP服务
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步骤四：克隆master到slave1，slave2：

在master服务器上编辑/etc/ntp.conf文件,添加以下内容（删除默认sever规则）

在master服务器上启动ntp服务
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步骤四：克隆master到slave1，slave2：

在slave1和slave2分别执行同步命令以及启动服务命令
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步骤五：启动集群查看启动进程及验证：

在主节点master控制台输入bin/hadoop namenode –format命令格式化namenode

如图所示出现status 0即为初始化成功。
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步骤五：启动集群查看启动进程及验证：

分别在三台服务器查看启动进程是否成果，运行jps命令，出现以下进程表示启动成功，其中主节
点master运行NameNode、ResourceManager、SecondaryNameNode进程服务，两台从节点
slave1和slave2运行DataNode、NodeManager进程服务

在主机点master控制台输入启动命令：sbin/start-all.sh，启动Hadoop分布式集群
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步骤五：启动集群查看启动进程及验证：
访问WebUI，浏览器访问http:/ip:50070，出现如下图页面表示启动成功，查看数据节点数为2表
示两台从节点slave1、slave2



项目拓展

知识点拓展
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        在前面的任务中，我们利学习了如何搭建Hadoop完全分布式集群环境，完全分布式常用于
生产环境，而由于完全分布式集群由一个NameNode节点和多个DataNode节点组成，一旦
NameNode节点宕机，那么HDFS将不能进行文件的上传与下载，在实际的生产环境下往往会通
过高可用技术来规避此类单点故障问题。接下来让我们来了解下HDFS的高可用（拓展知识点）。
  

        HDFS的高可用通常依赖Zookeeper组件，集群内有两个或者两个以上NameNode节点，一
个处于Active状态，另一个处于Standby状态。Active NameNode对外提供服务，比如处理来自
客户端的RPC请求。而Standby NameNode则不对外提供服务，仅同步Active NameNode的状
态，以便能够在它失败时快速进行切换。
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下图展示了HDFS的高可用技术架构
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1.NameNode如何进行状态转移

      Hadoop提供了FailoverControllerActive和FailoverControllerStandBy两个进程用于监控
NameNode的生命周期。
      FailoverControllerActive和FailoverControllerStandBy会分别监控对应状态的NameNode，若
NameNode无异常则定期向Zookeeper集群发送心跳，若在一定时间内Zookeeper集群没收到
FailoverControllerActive发送的心跳，则认为此时状态为Active的NameNode已经无法对外提供
服务，因此将状态为StandBy的NameNode切换为Active状态。

2.NameNode之间的数据如何进行同步

        Hadoop提供了JournalNode用于存放NameNode中的编辑日志，当状态为Active的
NameNode节点执行任何名称空间上的修改时，它都会将修改保存到JournalNode集群中，而状
态为StandBy的NameNode节点会实时的从JournalNode集群中进行同步。



项目实训

课后练习
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l 简答题：简述本地模式、伪分布模式、集群模式三种之间的区别以及

应用场景？
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