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基于孤立点自适应的K-means算法
杨莉云， 颜远海

（广东财经大学 华商学院，广州 511300）
摘 要：孤立点的存在使聚类中心的计算产生较大误差，影响K-means算法的聚类效果 . 针对该问题，引入谢林

模型，使孤立点能够自动移动到其邻居所在位置，消除孤立点，同时，对K-means算法过程中的距离计算、初始聚类

中心选取环节进行改进，提出基于孤立点自适应的K-means算法 . 该算法首先对原始数据进行归一化处理，以提

高距离计算的准确性；然后，根据谢林模型的基本思想，将孤立点移动到其最近的多邻邻居；接着，由类簇的数目确

定邻居样本的搜索范围，确定初始聚类中心；最后，根据移动后的数据集和初始聚类中心，进行K-means聚类 . 在

UCI机器学习数据库中经典聚类数据集上的实验结果表明，该算法可显著提升聚类的精度，同时，簇的内聚性也比

较好 .
关键词：K-means算法；孤立点；谢林模型；初始聚类中心；误差平方和
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K-means Algorithm Based on Outliers Adaptive
YANG Liyun， YAN Yuanhai

（Huashang College，Guangdong University of Finance & Economics，Guangzhou 511300，China）

Abstract：The existence of outliers brings much deviation in the calculation of clustering centers and affects the clustering
results of K-means algorithm. To solve this problem，this paper introduces Schelling model，makes the outlier
automatically move to the location of its neighbors，and eliminates the outliers. At the same time，the distance
calculation and the initial cluster center selection in K-means algorithm are improved，and the K-means algorithm
based on outliers adaptive is proposed. In the algorithm，the original data are normalized to improve the accuracy of
distance computation. Then，according to the basic idea of Schelling model，the outliers are moved to its nearest
neighbor. The search range of neighbor samples is determined by the number of clusters，and the initial clustering
centers are determined. Finally，the K-means clustering is carried out according to the moved data set and the
initial clustering center. Experimental results on classical clustering data sets in UCI machine of learning database
show that the algorithm can significantly improve the accuracy of clustering，and clusters also have a better cohesiveness.
Key words：K-means algorithm；outliers；Schelling model；initial clustering center；sum of the squared errors

聚类分析是数据挖掘领域的常用数据分析方法 . 聚类分析就是将数据对象分组成为多个类或簇，在同

一个簇中的对象之间具有较高的相似度，而不同簇中的对象差别较大［1］. 目前，聚类分析的方法有很多，其

中基于划分的K-means算法以其简单、快速并有效处理大规模数据等诸多优点，成为应用最广泛的聚类方法

之一［2］. 但是，K-means算法也存在需要用户预先设定k值、聚类质量依赖于初始解的选择、聚类质量容易受

孤立点的影响等问题 .
当前，有许多学者对K-means算法进行了改进 . 文献［1］以数据对象每一维的均值为中心，在均值两侧

标准差范围内均匀分段，每一段的端点即为聚类中心在该维的坐标 . 文献［2］将数据样本点向每一维的坐标
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轴投影，根据数据样本的分布特性递归地将样本空间划分为若干个超立方体，超立方体稠密区域的几何重

心点即为初始聚类中心 . 文献［3-5］的基本思想一致：在所有数据点中找出邻居数最多的点作为第一个聚

类中心，将该点和其所有邻居删除，在剩余点中找邻居最多的点，直到找到 k个点为止 . 文献［6］在文献［3］
的基础上将孤立点分离出来，使孤立点不参与初始聚类中心的计算过程 . 与文献［3］过程类似，文献［7］选择

方差最小的点作为聚类中心 . 文献［8］依据类间相似度逐步选择聚类中心 . 文献［9］将布谷鸟搜索算法引入

K-means聚类，以搜寻最优的初始聚类中心 .
以上研究人员的工作都对传统的K-means算法进行了不同程度的改进，其中文献［3］所提出的以数据点

的密度选择初始聚类中心的算法符合聚类分析的基本思想且适用于多维数据聚类，比传统的K-means算法

的精确度有所改进但仍不够理想 . 本文在文献［3］算法的基础上加入对孤立点的处理，同时对数据对象之间

的距离度量方法、初始聚类中心选取进行改进，以获得更好的聚类效果 .

1 K-means算法中的距离度量

数据点间亲密度或距离如何定义直接影响着聚类结果 . 距离度量的方法有多种，如欧氏距离、曼哈顿距

离、切比雪夫距离、马氏距离、汉明距离等 . 对于很多数据集，用欧氏距离作为定义数据点间亲密度的基础，

即可获得较好的聚类结果，欧氏距离是聚类分析中最为常见的数据点间距离定义方法［10］ . 两个数据点之间

的欧氏距离如下：

d( )xi , x j = ( )xi1 - xj1 2 + ( )xi2 - xj2 2 +⋯+ ( )xip - xjp 2 , （1）
其中：xi = ( )xi1, xi2,⋯, xip , x j = ( )xj1, xj2,⋯, xjp 是两个p维向量 .

由于数据对象各个属性的取值可能会存在比较大的差异，例如Wine数据集，共有13个属性，大部分属

性的取值范围变化很小，标准差小于1，但第13个属性值范围变化很大，标准差为314.9 . 直接以欧氏距离计

算，会导致数据对象之间的距离严重依赖于第13个属性而忽略其他属性，由此得到的聚类结果也将存在较

大误差 . 同时，人们将数据对象到所属类中心的距离平方和作为聚类效果好坏的主要评判标准之一，也会得

出错误的评价 .
标准化欧氏距离是针对欧氏距离的缺点而作的一种改进方案 . 为了消除数据各维分量量纲的差异，标

准欧氏距离将各个分量都“标准化”到均值、方差相等 . 假设原分量x的均值为 μ，标准差为 σ，则标准化后的

分量为 x* = x - μσ ，x* 的均值为0，标准差为1 . 两个 p维向量 xi = ( )xi1, xi2,⋯, xip 与x j = ( )xj1, xj2,⋯, xjp 的标准化

欧氏距离为：
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其中：σj 是第 j个分量的标准差，j=1，2，…，p . 与公式（1）相比，公式（2）可以看成是一种加权欧氏距离，权重

为每一维数据方差的倒数 . 方差反映的是数据偏离中心的程度，数据分布越集中，方差越小，该维数据在计

算距离时所占的权重越大；反之，数据越分散，该维数据在计算距离时所占的权重越小 . 标准化欧氏距离消

除了各维数据方差分布不均带来的影响，但同时也使得“辨识度”高的分量在距离计算时权重降低 . 另外，若

数据集中，某一维分量数值完全相同，则会出现数据点之间的距离无法用标准化欧氏距离度量的问题 .
本文采用将数据“归一化”的方法来处理数据各维数据量纲差别过大的问题 . 对数据集中的第 r维数据

xr = ( )x1r, x2r,⋯, xnr ′，其最大值 maxr =max ( )x1r, x2r,⋯, xnr ，归一化后的数据为：

x*r = æ
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其中：r =1，2，…，p；n为数据点的个数 .
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将归一化后的数据代入公式（1），此时，两个 p维向量 xi = ( )xi1, xi2,⋯, xip 与 x j = ( )xj1, xj2,⋯, xjp 间的距离公

式变为：
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2 孤立点处理

对孤立点的定义还没有统一的标准，有研究者用距离大小判断孤立点，认为孤立点是到其他所有点距离

最大的那些点；也有研究者用密度值来判断孤立点，认为孤立点就是在给定半径内具有最大邻居数的点［11］.
本文采用第二种定义 . K-means算法中取一个类中所有对象的算术平均值作为聚类的中心，如果有孤立点，

会严重影响聚类中心点，也就是说，K-means算法对孤立点敏感 . 对于K-means聚类算法中的孤立点，研究

者或者不单独处理，或者采用“规避”的方法，即将孤立点分离出来，使其不参与聚类中心的选取［6，12］，或者使

它向高密度区域移动［13］. 本文根据美国著名经济学家托马斯·谢林于1971年提出的谢林模型的基本思想，

将对孤立点进行移动处理 .
谢林模型描述的是同质性对于空间隔离的影响和作用：人们需要和自己的同类（同种族的人、同收入群

体等）居住在一起，当自己的邻居中同类邻居数量过少，他就会选择找一个新的、满意的地方居住，最终会导

致隔离现象的产生，即使没有人刻意要求隔离的结果，但隔离也会出现［14-15］.
根据谢林模型，本文给予每一个数据对象以“主观能动性”，即数据对象是有感知能力的，当一个数据对

象周围的邻居数量过少的时候，它就会移动到离它最近的、具有较多邻居的数据对象的位置 . 文献［13］利用

Mean-shift算法，孤立点受到其他所有数据点的影响而发生漂移，移动到密度更高的区域，本文假设孤立点

只受最近邻居的影响 .

3 基于孤立点自适应的改进K-means算法

算法分为三个阶段 . 第一阶段，孤立点处理 . 假设孤立点在所有数据点中的占比小于等于 s%，邻居较

多的点在数据点中的占比小于等于w% . 孤立点将会移动到距离它最近的、具有较多邻居的点上 . 第二阶

段，选取初始聚类中心 . 在数据集中选取 k个近邻密度较大的点作为初始聚类中心 . 第三阶段，聚类 . 基于

孤立点自适应的K-means算法描述如下：

输入：含有n个样本的数据集合U，聚类个数k .
输出：k个簇的集合 .
1）第一阶段：孤立点处理

①按照公式（3）对原始数据进行归一化处理 .
②按照公式（1）计算归一化处理后的数据点两两之间的距离 d( )xi , x j , xi , x j ∈U，对每一个数据点，按距

离从小到大对其他数据点排序 .
③计算数据点两两之间的平均距离meandist：

meandist = 1
C 2
n
∑xi, x j ∈U d( )xi, x j , （5）

式中：n为样本点总数；C 2
n 是n个点中任取两个点的集合数 .

④计算每个点的邻居数nabor（i）：
nabor( )i =∑

j = 1

n
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其中：u( )z ={1 z ≥ 00 z < 0 ，若 d( )xi , x j ≤ meandist2 ，j是 i的邻居，否则不是 .
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⑤按邻居数从少到多对数据点排序 .
⑥对于排在前面的 s%的每一个数据点o（孤立点）：按距离从小到大依次检查o的每一个邻居，如果邻居 i

为多邻数据点（邻居数量排序>1-w%），邻居 i的坐标值赋值给o，停止检查 .
否则，转到下一个邻居 .
2）第二阶段：选取初始聚类中心

①复制由第一阶段得到的数据集合U到 I .
②按照公式（1）重新计算数据点两两之间的距离 d( )xi , x j , xi , x j ∈ I ，对每一个数据点，按距离从小到大

对其他数据点排序 .
③按照公式（5）重新计算数据点两两之间的平均距离meandist .
④计算每个点的近邻数量nabor(i)：

nabor( )i =∑
j = 1

n

u æ
è

ö
ø

meandist
k + 1 - d( )xi, x j , i = 1, 2,⋯, n , （7）

其中：u( )z ={1 z ≥ 00 z < 0 ，若 d( )xi, x j ≤ meandistk + 1 ，j是 i的近邻，否则不是 . 近邻搜索半径与类的数量k有关，k越

大，搜索半径越小 .
⑤按近邻数从大到小对数据点进行排序 .

⑥将排序后的第1个点作为第1个聚类中心，将此点和与其距离小于 meandist
k + 1 的点从集合 I中删除 .

⑦重复此阶段步骤②~⑥，直到找到k个聚类中心为止 .
3）第三阶段：聚类

①对第一阶段得到的数据集合U中每一个数据点，计算该点到每一个聚类中心的距离，找出最小距离，

将该点添加到聚类中心对应的类中 .
②重新计算每一类的中心 .
③重复此阶段中步骤①、②，直到每个数据点所属的类不再发生变化 .
在本算法中，孤立点的占比 s%、邻居较多点的占比w%对聚类的结果有重要影响 . 通过不断地验证，取

s=20，w=75 .
4 实验结果与分析

4.1 实验数据与实验环境

为了检验上述算法的有效性，本文采用MATLAB 7.0编程环境，选择UCI数据库中的 Iris、Wine、Zoo、
Soybean 4个数据集作为测试数据集，这4个数据集为常用的知名数据集，已知其聚类结果可靠、并取得一致

意见，适合做聚类分析的基准数据集［16］.
Iris也称鸢尾花卉数据集，共有150条记录，通过花萼长度、花萼宽度、花瓣长度、花瓣宽度4个属性预测

鸢尾花卉属于Setosa，Versicolour，Virginica 3个种类中的哪一类 . Wine数据集包含来自3种不同起源的葡萄

酒，共178条记录，具有13个属性，记录葡萄酒的13种化学成分，通过化学分析可以推断葡萄酒的起源 . Zoo
数据集也称动物园数据集，共有101个记录，由16个属性来描述样本，其中15个为布尔属性值｛0，1｝，1个分

类属性（腿的数量）｛0，2，4，6，8｝，分为7类 . Soybean-small数据集也称大豆疾病数据，共有47个样本，具有

35个属性，分为4类 .
4.2 评价指标

聚类有效性指标主要可以分为三类：内部有效性指标、外部有效性指标和相对有效性指标 . 内部有效性

指标指只依据数据集本身和聚类结果的统计特征对聚类结果进行评价 . 外部有效性指标指利用已知的外部

信息与聚类结果进行比较，评价聚类效果 . 相对指标则是在聚类之前需要确定一个决策目标，然后使用不同

的参数集运行聚类算法，基于之前建立的聚类准则评价聚类划分结果，并确定最优聚类划分和最佳聚类数［17］.

-- 510



本文采用外部有效性指标准Accuracy（AC）、Rand Index（RI），F-measure（F）和内部有效性指标误差平方和

（Sum of Squared Errors，E）对聚类结果进行评价 . 各指标计算公式如下：

AC = mN × 100%， （8）
其中：m为能够被正确分配到指定类的数据对象的个数；N为全体数据对象总数 .

RI = tp + tn
tp + fp + fn + tn × 100%， （9）

F = 2tp
2tp + fp + fn × 100%， （10）

其中：tp代表同类数据被分到同一簇的数据对个数；tn代表不同类数据被分到不同簇的数据对个数；fp代表

不同类数据被分到同一簇的数据对个数；fn代表同类数据被分到不同簇的数据对个数 .

E =∑
j = 1

k ∑
xl ∈ cj

|| x l - cj 2， （11）
其中：xl是数据集中属于第 j类的数据样本；cj是第 j类中所有样本的平均值 .
4.3 实验结果

1）传统的误差平方和指标有效性

为了验证传统的误差平方和指标和聚类精度指标在评价聚类效果上是否一致，本文将完全正确的聚类

结果与文献［7］得出的聚类结果对应的精度值和误差平方和（E）进行比较，结果如表1所示 .

表1 误差平方和与聚类准确度的对比

Tab.1 Comparison between the accuracies and sums of squared errors
数据集

Iris

Wine

Zoo

Soybean-small

聚类结果

完全正确的聚类结果

文献［7］得出的聚类结果

完全正确的聚类结果

文献［7］得出的聚类结果

完全正确的聚类结果

文献［7］得出的聚类结果

完全正确的聚类结果

文献［7］得出的聚类结果

精确度 r /%
100
88.67
100
70.22
100
73.27
100
74.47

误差平方和（E）

89.30
78.86

5 232 680
2 370 740
277.97
224.07
218.06
234.02

从表1可以看到，在 Iris，Wine，Zoo 3个数据集上，组内误差平方和（E）和聚类精度对聚类结果的评价是

相矛盾的；聚类精度为100%时，误差平方和反而越大 . 由于数据各维度量纲的不同，直接对原始数据聚类处

理往往使结果存在比较大的偏差；对由原始数据得出的聚类结果直接以误差平方和（E）进行评价，往往也会

得出错误的结论 .
2）算法外部有效性

将本文算法与文献［3］、文献［7］所
提算法的Accuracy（AC）、Rand Index（RI），
F-measure（F）在 4个经典数据集上进行

比较，结果如表2、图1、图2所示 .
从表 2和图 1、图 2可以看到，与文

献［3］、文献［7］中算法相比，本文算法

在AC值、RI值，F值上均有明显的提高 .

引用格式：杨莉云，颜远海.基于孤立点自适应的K-means算法［J］.河南科学，2019，37（4）：507-513.

表2 三种算法的Accuracy值比较

Tab.2 Comparison of accuracy values with the three algorithms
数据集

Iris
Wine
Zoo

Soybean-small

文献［3］算法

88.67
70.22
58.42
74.47

文献［7］算法

88.67
70.22
73.27
74.47

本文算法

96.00
89.33
88.12
97.87

%
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文献［3］没有考虑孤立点的影响，且在聚类中心选取过程中，以点与点之间的平均距离为邻居查找半径而忽

视类簇的个数，很容易导致聚类中心的半径范围过大，聚类中心选取不够准确 . 文献［7］以数据点的方差作

为选择数据中心的依据，很容易选出数据点的重心而非聚类中心 . 本文算法充分考虑了以上问题，取得了较

好的聚类效果 .
3）算法内部有效性

将3种算法的组内误差平方和（E）进
行比较，结果如表3所示 .

本文算法对原始数据进行了归一化

处理，为了使E值具有可比性，在计算文

献［3］和文献［7］算法的E值时，对这两种

算法聚类后的数据进行了归一化处理 .
本文算法的E值是根据原始数据（非移动

后的数据）与最终聚类中心计算得出 . 从表3可以看到，本文算法的E值明显低于另外两种算法 . 组内误差

平方和与聚类精度对聚类效果的评价是一致的；聚类精度越高，组内误差平方和越小 . 因此，本文算法无论

是从聚类的精确度还是从聚类结果的统计特征来看，都取得了良好的效果 .
4）算法运行时间的比较

在相同的运行环境下，3种算法的迭代次数和运行时间如表4所示 .

表4 三种算法的迭代次数和运行时间

Tab.4 Number of iterations and running times with the three algorithms

数据集

Iris
Wine

Soybean-small
Zoo

文献［3］算法

迭代次数

8
5
4
6

运行时间/s
14.75
18.69
0.83
17.70

文献［7］算法

迭代次数

3
6
5
5

运行时间/s
34.28
54.41
2.09
19.80

本文算法

迭代次数

3
2
4
3

运行时间/s
8.67
17.03
1.72
7.42

从表 4可以看出，由于本文算法对离群点数据做了移动处理，初始聚类中心的选取也更合理，在进行

K-means聚类时算法的迭代次数和运行时间与其他两种算法相比均有比较明显的降低 .

5 结语

聚类分析是数据挖掘领域最重要的方法之一，K-means算法是一种最基础的聚类分析算法 . 离群点的

图1 三种算法的Rand Index值比较

Fig.1 Comparison of Rand Index values with the three algorithms
图2 三种算法的F-measure值比较

Fig.2 Comparison of F-measure values with the three algorithms

RI

1
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文献［3］算法

文献［7］算法

本文算法
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数据集

F-m
eas
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1
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Meas Wine Sybean Zoo
数据集

表3 三种算法的组内误差平方和（E）
Tab.3 Comparison of sums of squared errors with the three algorithms
数据集

Iris
Wine
Zoo

Soybean-small

文献［3］算法

3.28
40.80
202.06
81.29

文献［7］算法

3.28
40.80
156.82
81.33

本文算法

2.87
28.06
116.52
70.57
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引用格式：杨莉云，颜远海.基于孤立点自适应的K-means算法［J］.河南科学，2019，37（4）：507-513.

存在和初始聚类中心的选取是影响聚类结果的重要因素 . 本文首先对离群点问题进行研究，根据谢林模型

的基本思想，使离群点移动到合适的位置，然后对初始聚类中心选取方法进行改进 . 实验结果表明，改进后

的算法取得了较为理想的聚类效果 . 但是本文也存在一些不足之处：本文假设聚类个数k是已知的，但给定

数据集，k往往是未知的，如果根据数据集的特征确定聚类个数k是作者今后研究的重点 .
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